Covariance

= Suppose X and Y are random variables with means p1x and py, respectively, and
E(|XY]) < co. We call
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_ Cov(X, Y) = E((X — ux)(Y — ny))
Covariance
the covariance of X and Y.
= Note:
= Cov(X, X) = Var(X).
= If X and Y are independent, then
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Cov(X, ¥) = E((X — mx)(Y — jiv)) = E(X — jix)E(Y — jay) = 0.
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= If Cov(X,Y) =0, wesay X and Y are uncorrelated.

= Note: independent random variables are uncorrelated, but uncorrelated random variable
are not necessarily independent.
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Calculation Example

10x%y, f0<y<x<1
= Suppose X and Y have the joint density f(x,y) = { Y yexs4

0, otherwise.
= For any random variables X and Y with means px and py, respectively,

= Then ) 5
Cov(X, ¥) = E((X — mx)(Y — iy) B0 = [ [ 102y = 2,

=E(XY — Xpy — Yux + pxpy) Lox 5
— E(XY) — iy E(X) — ix E(Y) + iy E(Y) = [ [ 10y 2y = .
= E(XY) — uxpy — pxpry + prxpty Lo 10
= E(XY) — pixpy. E(XY) :/0 /0 10xy“dydx = T

= Hence 10 5\ /5 5

Cov(X, V) = 57 — (6) (5) — g = 0.01323.

= Note: since Cov(X, Y) # 0, this is another way to see that X and Y are not independent.
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Variance and covariance

= Suppose X and Y are random variables with mean px and wy, respectively.
= Then, since E(X + Y) = pux + py,

Var(X + V) = E((X + Y) = (ux + 1v))*)
=E((X = px) + (Y = 1v))?)

= E((X — px) + 2E((X — ux)(Y = py)) + E((Y — py)?)
= Var(X) + Var(Y) + 2Cov(X, Y).

= More generally, for random variables Xy, Xa, ..., X,,
n
Var(Xp + Xo + -+ Xp) = > Var(Xe) +2 > Cov(X;, X)).
k=1 1<i<j<n
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Cauchy-Schwarz inequality

= Suppose X and Y are random variables.

= For any real number t,
0 < E((X — tY)?) = E(X?) — 2tE(XY) + t?E(Y?).

= Note: the right-hand side of the above is a quadratic polynomial, in the variable t, which
can have at most one root

= Hence, using the quadratic formula, it must be the case that

4(E(XY))? — 4E(X?)E(Y?) <0.

= That is (E(XY))? < E(X?)E(Y?), or | E(XY)| < \/E(X2)E(Y?).
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Example

Dan Sloughter (Furman University)

10x%y, f0<y<x<1,
Suppose X and Y have the joint density f(x,y) = e y x
0, otherwise.
Then
1 rx 5
E(X?) =/ / 10x*ydydx = =,
o Jo 7
and

1 /,x 5
E(Y?) :/ / 10x2%y3dydx = —.
o Jo 1

Then, from the previous example,

5 25 5 5 25 55
Var(X) = 7 36 250 2™ Var(Y) = 14 81 1134
Hence 5 5 ; e
Var(X + Y) = 550 " 1134 +2- 378 = 2268 = 0.09480.
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Correlation coefficient
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Suppose X and Y are random variable with means px and py and variances 0)2( and O’%/,
respectively.

Applying the previous result to the random variables X — ux and Y — puy, we have
| Cov(X,Y)| <oxoy.

It follows that Cov(X. Y
_1§AJ%14L42§1_
oxXOy
We all Cov(X. Y
Corr(X, Y) = Cov(X,Y)
oxXOy

the correlation coefficient of X and Y.
Notation: Corr(X, Y) is frequently denoted p.

Note: Corr(X,Y) =1 or Corr(X,Y) = —1if and only if Y = aX + b for some constants
aand b.
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Example

10x%y, if0<y<x<1,

= Suppose X and Y have the joint density f(x,y) = {0 therwi
, otherwise.

= Then
5

Corr(X,Y) = —318____ —0.4264.

S5 _ /.55
252\ 1134
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